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Student feedback is a valuable data source for enhancing teaching quality
and improving learner satisfaction. Numerous studies have conducted
sentiment analysis on this data, yielding notable results. However, research
in the Vietnamese language still faces significant limitations, including a
limited number of published studies, challenges related to the target of
sentiment, and data issues such as imbalance that pose difficulties for
application. This study proposes a model that combines BERT with a
multi-channel architecture consisting of CNN and GRU. By leveraging
the strengths of each network, the performance of sentiment analysis on
Vietnamese student feedback is expected to improve. The model focuses
on classification tasks (topic and sentiment polarity) and supporting
specific satisfaction measurements. Additionally, the model’s ability to
handle data imbalance is emphasized to utilize available datasets, saving
time and finance effectively. Experiments on the UIT-VSFC dataset show
performance improvements in Macro F1-Score compared to recent
studies, with an increase of 0,01 in the topic classification task and 0,0051
in the sentiment polarity task. The study’s result will be a useful solution
for educational institutions, which can be applied to improve teaching,

JEL codes: reputation management, and learner support and be a motivation for
C61; C63; C67 expanding future research.
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Phan hoi hoc vién la mot trong nhiing nguén di liéu quy gia dé€ nang cao
chat lugng giang day va cai thién su hai long ngudi hoc. Nhiéu nghién ctiu
vé phan tich cdm xuc trén nguon di liéu nay da dugc thuc hién va mang lai
cac két qua dang ghi nhan. Tuy nhién, cdc nghién ctiu trén ngdn ngii tiéng
Viét van con nhiéu han ché, lién quan dén s6 lugng nghién ctiu cong bo,
muc tiéu cam xuc hay van dé vé dii liéu nhu mét cdn bang giy khé khan
khi ting dung. Nghién ctiu nay dé xuidt mot mo hinh két hgp BERT va kién
triuc da kénh gobm CNN va GRU. Bang viéc tan dung uu diém tling mang,
hiéu suét bai toan phan tich cadm xtc trén phan hoi hoc vién tai Viét Nam
dugc ky vong nang cao. Trong do, mo hinh tip trung ca hai nhiém vy phan
loai (cht dé va cuc cam xuc), ho trg do luong su hai long cu thé. Dong thoi,
kha nang chdng mat can bang ctia mo6 hinh dugc chu trong nham khai thac
hiéu qua cac b dii liéu san cd, gitp tiét kiém thai gian va tai chinh. Thuc
nghiém trén bo dii liéu UIT-VSEC cho thdy sy cai thién hiéu suat tai chi s6
F1-Score (Macro) so véi nghién ctiu gan day, tang 0,01 va 0,0051 lan lugt
tai nhiém vu cht dé va cuc cam xuc. Két qua ctia nghién ctiu sé 1a mot giai
phap hiiu ich cho cac co s& gido duc, c6 thé ting dung d€ cai thién giang
day, quan ly danh tiéng, ho trg ngudi hoc va la dong luc dé mé rong nghién
ctu trong tuong lai.

1. Giéi thiéu

Déi v6i cac co sé gidao duc, viéc nang cao
chét lugng giang day luon la van dé dugc dic
biét quan tam, v6i nhiéu thanh phan tham
gia. Trong do, vai tro cua hoc vién dugc cong
nhan véi yéu t6 danh gia 1a sy hai long nguoi
hoc (Razinkina va cong sy, 2018). Yéu to nay
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thuong dugc thé hién thong qua nhiing phan
hoi, mang y kién chti quan vé cac khia canh ctia
€0 sd giao duc ma hoc vién dugc tiép xuc trong
qua trinh hoc tap, nhu gido vién gidng day, néi
dung chuong trinh hoc, co s& vét chat,... Vi vay,
viéc khai thac phan hoi tii hoc vién sé giup cac
co sG gido duc c6 co hoi dé hiéu nhiing diém
manh va diém yéu dang ton tai. Tl 46, nhiing
hanh dong duy tri va cai tién pht hgp sé dugc
thuc hién nhdm cai thién miic d6 hailong ngudi
hoc, gép phén nang cao chét lugng giang day.
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Phén tich cam xuc hay Sentiment analysis
(SA) la mot phuong phap khai thac phan hoi
dang vdn ban va la mot linh vic quan trong ctia
Xt ly ngoén ngii ty nhién hay Natural language
processing (NLP). Vi nhiéu tng dung, SA
dugc thuc hién nhim xéc dinh cuc cdm xuc
(tich cuc, tiéu cuc hodc trung tinh) doi véi thuc
thé theo quan diém con ngudi (Liu, 2022).

Hién nay, cac nha nghién ctiu da va dang
ap dung SA trén phan hoéi hoc vién theo nhiéu
huéng tiép cin khac nhau va dat dugc nhiing
két qua dang ghi nhén (Shaik va cdng su, 2023).
Tuy nhién, cdc nghién ctiu SA trén phan hoi
hoc vién tiéng Viét van con toén tai mdt s6 han
ché. Thu nhat, s6 lugng nghién ctiu tuong doi it
so v6i cac ngdn ngii khac nhu tiéng Anh hodc
tiéng Trung (Kastrati va cong sy, 2021), tao ra
khoang trong vé t6i uu hoa hiéu suét. Thu hai,
nhiéu nghién ctu chi tdp trung phan loai cuc
cam xuc va bo qua muc tiéu cadm xuc, khién viéc
xac dinh sy hai long khong cu thé. Thi ba, s
lugng bo dii liéu vé phan hoi tiéng Viét cta hoc
vién dugc cong bd van con it va hoat dong xay
dung mot bo di liéu méi phuc vu dao tao mo
hinh tiéu ton nhiéu thoi gian va tai chinh. Thu
tu, UIT-VSFC (Nguyen Van Kiet va cong su,
2018) 1a bd dii liéu duy nhat hién nay vé phan
hoi tiéng Viét ctia hoc vién, cho phép truy cap
mién phi nhung bi mit can bang (Duong Vu
Xuan Quynh va cong su, 2021), gay kho khan
trong dao tao mo hinh. Tt nhiing han ché trén,
yéu cau vé mdt mo hinh SA tiéng Viét méi dugc
dat ra, khong chi cai thién hiéu sudt ma con c6
kha nang phan loai cam xdc véi muc tiéu cu
thé. Bén canh, mo6 hinh ciing can khai thac t6i
uu bod dii liéu sdn co, cu thé1la UIT-VSFC nham
tiét kiém chi phi. Viéc dap ting cac yéu cau sé la
muc dich ma nghién ctiu nay huéng dén.

Gan day, Hoc sau hay Deep learning da tré
thanh hudéng tiép can phd bién trong cac nghién
ctu SA, lién quan cdc mang, nhu: Long Short-
term Memory (LSTM), Gated Recurrent Units
(GRU), Convolutional Neural Network (CNN)
va cac bién thé khéc. Vi dic diém khic nhau,
moi mang c6 nhiing uu diém riéng biét. D€ dat
hiéu qua cao, Vo Hoang Quan va cong su (2017)
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dé xuit mot kién trac da kénh nham trich xuat
thong tin ti dit liéu bang cach dét cic mang song
song, va dat hiéu sudt vugt troi so véi cac mang
riéng 1é. Ngoai ra, su xudt hién ctia Bidirectional
Encoder Representations from Transformers
(BERT) dugc dé xuédt bdi Devlin va cong su
(2019) cling da thuc ddy nghién ctiu SA trén toan
thé gi6i nho hiéu qua biéu dién tii ma mo hinh
nay mang lai (Alaparthi & Mishra, 2021).

Dé€ giai quyét cac han ché, nghién ctu nay
dé xuat mot mo hinh két hgp méi theo hudng
hoc sau, bao gom hai thanh phan: BERT va kién
truc da kénh. Trong do, thanh phan BERT su
dung mo hinh PhoBERT (Nguyen Quoc Dat &
Nguyen Tuan Anh, 2020) nhu mdt 16p nhung,
chuyén déi dau vao thanh vecto. Sau dé, cac
vectd sé dugc dua sang kién truc da kénh, dé
nam bat thong tin cuc bo ctia céc tii 1an cin véi
CNN va nam bat thong tin tong thé cua toan
bd chudi véi GRU (Cho va cong su, 2014). Cac
thong tin sé két hop lai va dua vao 16p phan loai
chu dé va cuc cam xuc. Hoat dong dao tao va
thuc nghiém mo hinh sé tién hanh trén bo du
liéu san c6 UIT-VSEC dé giam chi phi xay dung
bo dit liéu mdGi. Nhim cai thién hiéu suit va
khac phuc van dé cua UIT-VSFEC, nang cao chi
s6 F1-Score (Macro) sé la muc tiéu cta nghién
cliu nay.

Két qua dat dugc sé dong gép vé nghién ctiu
khoa hoc néi chung va vao linh vuc SA trén
phan hoi hoc vién tiéng Viét noi riéng. Trong
do, cac han ché hién nay thudc linh vic nghién
ctiu huéng dén sé dugc giai quyét hiéu qua voi
moét mo hinh dap ting muc dich cling nhu muc
tiéu dé ra. Diéu nay gitp thdo g& cic nut that,
lap day khoang trong nghién ctiu va tao diéu
kién thuc ddy cac nghién ctu thudc pham vi
cua linh vyc gido duc trong tuong lai. Dong
thoi, két qua dat dugc ctia nghién ctiu 1a mot
mo hinh dugc xem nhu mot giai phap téi uu vé
chi phi xay dung va mang tinh ing dung doi véi
cac co s& giao duc, giup gia tang gia tri cho don
vi thong qua viéc ho trg cac bai toan trong quan
ly gido duc nhu cai tién chat lugng giang day,
quén ly danh tiéng, chdm diém chuén cic co s&
hay ho trg cho ngudi hoc.
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2. Cac nghién ciu lién quan

Theo Liu (2022), SA con dugc goi la khai
thac y kién hay opinion mining, la linh vuc
nghién ctiu vé y kién, dugc thé hién v6i ndm
thanh phan gom thuc thé muc tiéu (san pham,
dich vu, sy kién,...), khia canh hay thudc tinh
cua thuc thé (chat lugng, hoc phi, cong tac ho
trg,...), cdam xuc doi voi khia canh dugc dé cap
(thuong la tich cuc, tiéu cuc hodc trung tinh),
ngudi ndm git hay thé hién y kién va thoi gian
thé hién y kién.

Y kién (e, a, s, h, t) (1)

Diéu nay dan dén viéc SA bao goém cac
nhiém vu can dugc thuc hién, lién quan dén
viéc trich xudt va phén loai thuc thé, khia canh
va nguoi nam git y kién, trich xuét va chuén
hoéa thoi gian, héi quy hodc phd bién la phan
loai cdm xuc. Trong do, cac nhiém vu hé trg
cho thanh phén thuc thé, khia canh va cam xtc
la quan trong nhat. Mot s6 truong hgp thuc té,
cac khia canh c6 thé bi bo qua ma chi tap trung
vao thuc thé, dan dén viéc cat giam nhiém vu
trich xuit va phan loai khia canh trong SA.
Ngoai ra, ngudi nam giti y kién va thoi gian thé
hién y kién cling c6 thé bi bo qua bdi cac thanh
phan nay c6 thé dé dang thu thap theo cau truc
yéu cau thong qua hé thong va cac cd nhan can
dugc 4n danh trong qud trinh thé hién y kién.
Vé6i dic diém cua cac nhiém vu, SA da tao ra
nhu cdu tng dung trong nhiéu linh vuc khac
nhau nhu khéch san, hang khong, chdam séc stic
khoe, chiing khodan,... nham phan tich, ning
cao muc d¢ hailong cia nguoi dung duya trén da
dang cac loai di liéu khac nhau, tdp trung chu
yéu & dit liéu van ban (Wankhade va cong su,
2022). b€ thuc hién cac nhiém vy, nhiéu hudng
ti€p cén da dugc st dung trong cac nghién ctu.

Hoc sau 1la mot nhanh dic biét va mdi ndi
cta hoc may, ap dung hudng ti€p can hoc tap
dua trén nhiéu l6p d€ dat dugc nhiing hiéu biét
tot nhat vé di liéu. Cac mang no-ron la nhiing
hién dién ctia hoc sdu, dugc st dung trong viéc
hoc tap di liéu (Chollet, 2021). Dua trén ddc
diém thiét ké, hoc sdu bao gébm nhiéu loai mang
no-ron khac nhau: CNN, RNN, LSTM, GRU,

95

S6 88 (Tap 16, Ky 1) - Thang 02 Nam 2025

Transformer,... Theo d6, CNN la mot loai mang
no-ron truyén thing, chuyén dung dé€ xu ly di
liéu c6 cdu trac dang ludi, thudng ting dung
trong thi gidc may tinh. Vé kién truc, CNN dién
hinh st dung cac 16p tich chap (convolution)
chtta mot hodc nhiéu bd loc (filter/kernel) c6
kha nang trugt trén di liéu dé tinh toan biéu
dién dic trung va dua qua l6p gop (pooling) dé
diéu chinh d¢ phuc tap cua biéu dién trude khi
st dung cho cac muc dich khac (Goodfellow
va cong sy, 2016). Doi v6i LSTM, déay la mang
dugc gidi thiéu boi Hochreiter va Schmidhuber
(1997) nham thay thé cho Recurrent Neural
Network (RNN) von gap nhiéu han ché, su
dung rong rai cho nhiéu nhiém vu moé hinh
héa chudi. So v6i RNN, LSTM c6 ba cong tinh
toan ho trg v6i cdng ddu vao (input gate) kiém
soat viéc thong tin méi nao sé dugc luu, cong
quén (forget gate) kiém sodt thong tin nao sé
dugc loai bo va cdng dau ra (output gate) xac
dinh thong tin nao sé dugc st dung. Phat trién
nhiing ndm gan day, GRU la mdt bién thé cua
RNN do Cho va cong su (2014) dé xuat va dua
trén LSTM nhung cé ciu tric tinh gon va uu
diém t6c do, phu hgp véi khoi lugng di liéu
16n. Su tinh gon ctia GRU dugc thé hién qua
viéc cat giam s6 lugng cOng véi chi cong dat
lai (reset gate) quyét dinh mtc do thong tin ct
can loai bo va cdng cip nhat (update gate) kiém
soat muc do st dung cta thong tin cl va méi.
N&i bat nhét, Transformer cia Vaswani (2017)
la mot mang no-ron tién ti€n, c6 kha ning
tinh toan song song ho trg t6i uu téc do va st
dung co ché self-attention dé quan sat sy lién
quan véi cac ti khac trong qua trinh biéu dién
mot ti. Vi hai thanh phan chinh, by ma hoa
(encoder) nhan di liéu dau vao va tao ra mot
biéu dién vecto co kich thudc ¢6 dinh, sau dé
dugc dua vao bo giai ma (decoder) dé€ tao di
liéu dau ra. Mot trong nhiing mo hinh dya trén
Transformer néi tiéng nhét 1a BERT.

Trén thé gidi, linh vuc Tri tué nhan tao va
NLP da c6 su phat trién vugt bat nhiing nam
gan day. Diéu nay khuyén khich cac nghién ctiu
SA vé dii liéu gido duc hay phan hoi sinh vién,
v6i ngdn ngli phd bién la tiéng Anh va tiéng
Trung (Kastrati va cdng su, 2021). Nhiéu huéng
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tiép can da trién khai, nhu: dya trén ti vung,
dua trén ngii liéu, hoc may va hoc sau (Shaik va
cong su, 2023). Trong do6, hoc sau la hudng tiép
can nhan dugc nhiéu su quan tam vdi so lugng
nghién cliu ngay cang gia tang. Dudi day sé la
mot s6 nghién ctiu SA ting dung vao linh vuc
gido duc theo hudng ti€p can hoc sau trén thé
giéi nhiing nam gan day.

Dai véi nhém nghién ctiu don mang, Sutoyo
va cong su (2021) da dé xuit mo hinh st dung
CNN dé€ kham phd cam xuc sinh vién vé nang
luc su pham giang vién. M6 hinh 4p dung
trén cac phan hoi cta nhiing cau héi mé cta
bang cau hoi EDOM. Két qua thuc nghiém dat
Accuracy, Precision, Recall va F1-Score lan
lugt 1a 87,95%, 87%, 78% va 81%. Bén canh do,
Onan (2020) ctng trinh bay mot moé hinh dua
trén RNN dé€ khai thac y kién danh gid gido vién
nham do luong hiéu qua gidng day va ra quyét
dinh. Trong d6, RNN c6 co ché chu y két hop
biéu dién dua trén lugc d6 nhung tu GloVe.
Thuc nghiém véi 154.000 danh gia cho két qua
Accuracy 98,29% & tac vu cuc cam xuc, vugt troi
so v6i cdc phuong phdp hoc mdy thong thuong.
Cung y tuéng RNN nhung & dang bién thé,
Kandhro va cdng su (2019) da phat trién mot
mo hinh st dung 16p nhing tii dao tao trudc két
hgp LSTM, c6 kha nang thu thap thong tin ngd
nghia va ci phap quan trong. M6 hinh cho thay
hiéu qua xac dinh cam xuc trong cac danh gia
gido vién tu sinh vién va tiém ning khic phuc
mot s6 han ché cia phuong phap truyén thong.
Ngoai ra, Sindhu va céng su (2019) dé xuit mot
mo hinh khai thac y kién & cdp do¢ khia canh
dua trén LSTM hai 16p. Trong do, 16p thi nhat
thuc hién du doan cac khia canh va 16p tht hai
sé xac dinh cuc cam xuc cua cac khia canh dugc
du doan. Thuc nghiém tién hanh trén di liéu
danh gia cua Dai hoc Sukkur IBA, dat Accuracy
& tac vu trich xuat khia canh 91% va phan loai
cuc cam xuc l1a 93%.

Trong khi xét cac nghién ctiu da mang két
hop, su da dang dugc thé hién trong xay dung
kién tric mo hinh. Cu thé, Kastrati va cong su
(2020) da xay dung mot bo khung SA cip do
khia canh cho cac danh gia khoa hoc truc tuyén
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dai chung m& (MOOC). B khung nay st dung
cac chu thich nhan giam sat yéu vé cac khia
canh MOOC dé giam gan nhan tht cong. Déi
v6i hai tac vu chinh, CNN dugc st dung dé€ trich
xudt khia canh va chuyén sang CNN-LSTM dé
thuc hién phan loai cyc cam xuc cua khia canh.
Thuc nghiém trén khoang 105.000 danh gia tu
Coursera va 5.989 danh gid tu sinh vién 16p hoc
truyén thong cho thay két qua ddy kha quan. Dé
tang cuong hiéu qua cta LSTM, Peng va cong
su (2022) dé xuat mot mo hinh SA danh gia
giang day, két hgp CNN va BiLSTM nhdm nang
cao kha nang trich xudt thong tin. Bén canh do,
co ché chu y ciing dugc st dung nham tim kiém
su lién két gitia van ban trong cac danh gia véi
cam xuc. Thuc nghiém cho thay hiéu qua ctia dé
xudt v6i gia tri F1 t6i thiéu 0,748, vugt trdi cac
mo hinh khéc. Thay thé BiLSTM bang GRU,
Das va cong su (2022) da thiét ké mot mo hinh
SA cho nén tang e-learning. M6 hinh st dung
lugc d6 nhung GloVe d€ thuc hién vector hoa
di liéu vdan ban dau vao. CNN va GRU ciing
dugc tich hgp tuan ty trong mo hinh dé ho trg
cho muc dich phan loai cyc cdm xtic va dd mang
lai nhiing két qua thuc nghiém day kha quan.

Xem xét cac nghién ctu st dung BERT,
Zheng va cong su (2020) da thiét ké mo6 hinh
BERT-BiGRU cho cac danh gia khoa hoc truc
tuyén. Cu thé, BERT dugc dung véi vai tro 1a
mot bd ma hod cau ddu vao va BIGRU nhén két
qua ma hoa d€ phén tich thong tin cdm xuc ho
trg cho phéan loai. Ngoai ra, nhom tac gia con dé
xudt mot hé thong tich hgp mo hinh gitp ting
tinh ting dung. Thyc nghiém tién hanh trén bo
di liéu ctia tac gia va so sanh véi cac phuong
phap truyén thong. Két qua mo hinh dat dugc
hiéu sudt cao nhat véi Accuracy 98,82%. Bén
canh, Dyulicheva va Bilashova (2021) cling ting
dung mo hinh dao tao trudéc BERT cho danh
gia nguoi hoc Udemy. Céc danh gia dugc thu
thap ti 300 khoa hoc va phan thanh hai nhéom
khia canh dya trén ti ving, gom gido vién va
chuong trinh. BERT ap dung trén tling nhém
dé tim hiéu thai do ngudi hoc d6i véi cac khia
canh. Két qua cho thdy, thai do tiéu cuc vé
chuong trinh cao hon khi so véi gido vién.
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Tai Viét Nam nhiing nam gan day, su xuét
hién cta bo di liéu UIT-VSFC da thuc ddy cac
nghién ctiu SA trong linh vuc gido duc. Dua
trén bo di liéu nay, nhiéu moé hinh theo cac
hudng tiép can khac nhau dugc giéi thiéu nham
toi uu hoa hiéu sudt cac nhiém vy, trong dé6 cé
hoc sau. Tuy nhién, hau hét nghién ctu chi tap
trung vao nhiém vu phan loai cuc cam xtc. Van
dé mat can bang di liéu hau nhu khéng dugc
dé cap va giai quyét & cac nghién ctiu, F1-Score
(Macro) it dugc st dung trong hoat dong danh
gid. Duéi day sé la mot s6 nghién ctiu SA theo
huéng ti€p can hoc sau lién quan linh vuc gidao
duc, sti dung bo dii liéu UIT-VSEC.

Dau tién, Nguyen V. X. Phu va cong su
(2019) da thuc hién mot so sanh gitia cac mo
hinh SA phén loai truyén théng va hoc sau trén
b dii liéu UIT-VSEC. Nghién citu nay nham
muc dich tim ra m6 hinh hiéu qua nhat dya
trén cdc tiéu chi, ho trg nang cao chit lugng dao
tao. Két qua thuc nghiém cho thay sy vugt troi
cta cac mo hinh phén loai theo huéng hoc sau.
BiLSTM dat hiéu sudt cao nhat vGi Fl-score
(Micro) 92,0% & nhiém vu phén loai cuc cam
xuc va 89,6% & nhiém vu phan loai chu dé.

Xét cu thé 6 nhém nghién ctiu don mang,
Nguyen Duc Vu va cdng su (2018) dé xuat mot
huéng ti€p can méi dé€ xay dung mo hinh SA
dya trén Cay phu thu¢c va LSTM. Mo hinh
tap trung cho nhiém vu phan loai cyc cam
xuc trong phan hoi hoc vién tai Viét Nam.
Thuc nghiém cho thdy, huéng ti€p can dé xuat
da mang lai két qua vugt trdi so v6i mo hinh
LSTM khi két hgp Cay phu thudc, LSTM va bo
phan loai Support Vector Machine (SVM), véi
Accuracy 90,7% va F1-Score (Weighted) 90,2%.
Nguyen Quan Hoang va cong su (2020) da ap
dung hudng tiép can hoc sau d€ dé xuit mot mo
hinh SA véi tén goi ReAt-Bi-LSTM. Cu thé, ky
thuat residual sti dung trong cac 16p BiLSTM va
co ché attention tich hgp sau 16p BiLSTM. Sau
cung, biéu dién cta di liéu dau vao sé két hgp
gitia vector ngli canh va dau ra ctia BILSTM. Két
qua dat Accuracy 91,16% va F1-Score 90,42%.

Doi v6i nghién ctiu da mang két hgp, Le Si
Lac va cong su (2020) dua ra mot kién trac méi
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dé khai thac cac phan hoi ctia khach hang va
hoc vién tiéng Viét. Dya trén y tudng tan dung
uu diém cdc mang khac nhau, mé hinh dugc
cau thanh ttt BILSTM va CNN (st dung nhiéu
filters) theo tudn ty, nham trich loc thong tin
phuc vu xdc dinh cyc cam xuc. Thuc nghiém
chiing minh hiéu qua so véi cac dang két hgp
khac gitta CNN, LSTM va BiLSTM, véi Fl1-
Score 14 93,55%.

Trong khi do, cac nghién ctiu st dung BERT
nhan dugc su quan tam 1én tai Viét Nam.
Truong Trong Loc va cong su (2020) nghién ctiu
st dung PhoBERT nham phat hién va phén loai
cam xuc hoc vién dé hé trg M6 hinh quy trinh
cai tién lién tuc. Cac thong tin 4 16p cudi cta
PhoBERT dugc ndi lai lam dau vao cho Multi-
Layer Perceptron (MLP), v6i ham Softmax
phan loai. Két qua thuc nghiém dat Accuracy
94,28% va F1-Score (Weighted) 93,92%, cao
hon két qua nghién ctiu ctia Nguyen Duc Vu
va cong su (2018). Duya trén y tudng moi mot
mo hinh sé phu hgp véi tling bo dit liéu cu thé,
Huynh Duc Huy va cdng su (2020) dé xuat mot
mo hinh hon hgp. M6 hinh la sy két hgp cac
mo hinh don 1é¢ gom BERT, CNN, LSTM va céc
bién thé. Nhom da thuc nghiém trén cac by du
liéu HSD-VLSP, UIT-VSMEC va UIT-VSEC.
Trong do, hiéu suat theo Fl-score (Micro) dat
trén UIT-VSFC & nhiém vu phén loai chu dé 1a
89,70% va phan cyc cam xuc 1a 92,79%. Ngoai
ra, Cu Vinh Loc va cdng su (2022) da dé cap
tam quan trong cua binh ludn truc tuyén doi
VOi cac to chic, trong d6 o6 binh luan hoc vién
doéi v6i nha truong. Viéc ting dung mot mo
hinh SA ty dong la mét diéu can thiét. Nhom
tac gid st dung PhoBERT nhu mét 16p nhung,
két hgp CNN dé€ ghi nhén thong tin cuc bo theo
tuan tu. Thuc nghiém chiing minh dugc hiéu
qua mo hinh dé xuit véi F1-score 91,43%, cao
hon so véi cac mo hinh khac. Theo huéng tiép
can lai, Dang N. Cach va cdng su (2023) véi
mong mudn xay dyng moét mo hinh SA hiéu
qua da dé xuat kién trac két hgp PhoBERT,
CNN, LSTM va SVM. Véi tuan ty 16p nhung
la PhoBERT, 16p trich xuét thong tin cuc bd la
CNN, 16p trich xuét thong toan chudi la LSTM
va SVM tinh toan xac sudt phén loai nhan. M6
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hinh dat Accuracy 93,52% va F1-Score 82,01%.
Gan day, Phan Chau Thang va cong su (2023)
nhdn manh vin dé mét cin bang va nhiéu trong
dii liéu. D€ giai quyét van dé trén, nhom nghién
ctuu dé xudt st dung cdu truc bi€u do6 cua di
liéu nham ndm bat sy phu thudc vé ct phép va
ngt nghia trong cac danh gia thong qua Graph
Convolutional Networks (GCN). M6 hinh la
su két hop gitia GCN va PhoBERT, dugc goi la
ViCGCN. Thuc nghiém trén nhiéu bo di li¢u
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da cho thdy su uu viét cia mo hinh so véi 13
mo hinh khéc trong viéc giai quyét cac van dé
da néu. Tai bo di liéu UIT-VSEC, ViCGCN
(base) dat F1-Score (Weighted) 94,12% va F1-
Score (Macro) 83,67% & nhiém vu phéan loai
cuc cam xuc, dat F1-Score (Weighted) 90,12%
va F1-Score (Macro) 80,11% & nhiém vu phan
loai chu dé.

3. Phuong phap nghién ciu

Mo Ta Tidn Xit Ly Kién Tric Pao Tao
B) Dir Liéu v Mb Hinh Mb Hinh
So sanh vai
¥ Pon kénh don mang
M hinh So sanh véi Téi

hiéu qua nghién ctru khac o

i . So sanh voi / ty 1¢ hoc
Tuan ty da mang
So Sanh Panh Gia

Hinh 1. Quy trinh nghién ctiu tong quan

Nghién ctiu nay tap trung xdy dung mot mo
hinh SA phan héi hoc vién tiéng Viét, c6 kha
nang giai quyét cac han ché hiéu qua hon so
v6i cac nghién ctiu trude day. Tong quan toan
bo quy trinh nghién ctu dugc thé hién trong
Hinh 1. Pau tién, bo di liéu nghién ctiu dugc
xac dinh va mo ta vé quy mo, s6 lugng nhan, ty
1é nhan,... ho trg cho qua trinh thiét ké, dao tao
va danh gia. Sau do, giai doan tién xt ly di liéu
sé xac dinh cac budc lam sach va chuyén d6i bo
dii liéu d€loai bo thong tin khong gia tri va thay
do6i dinh dang pht hop cho cac mo6 hinh. Giai
doan tiép theo, kién tric moé hinh dé xuit sé
dugc thiét ké chi tiét tai tiing thanh phan nham
giai quyét cac van dé. Tu do, hoat dong dao tao
mo hinh véi di liéu tién xti ly sé trién khai bang
nhiing thiét lap siéu tham s6 va kich ban cu thé.
Sau cuing, mot chudi tac vu dugc thuc hién trén
mo hinh nhdm tim kiém ty 1é hoc t6i uu, danh
gia so sanh véi cac kién tric mo hinh khac va so
sanh v&i nghién ctiu gin nhit d€ xem xét mic
do cai thién hiéu qua ctia nghién ctiu nay.
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3.1. M6 td bo dit liéu

B¢ dit liéu UIT-VSFC dugc st dung cho hoat
dong dao tao va danh gia trong nghién ctiu nay.
Véi hon 16.000 phan hoi tiéng Viét ctia sinh
vién tai co s& dao tao Dai hoc, UIT-VSFC duoc
gan nhan thu cong nham dam bao d6 chinh xac
va ho trg cho hai nhiém vu la phén loai chu dé
va cuc cam xuc. Vi vdy, UIT-VSFC sé c6 hai
nhém nhan riéng biét. Trong do6, nhiém vu
phan loai cht d€ c6 bén nhan, bao gom: gidng
vién (lecturer), chuong trinh (curriculum), co
s& (facility) va khac (others). Con tai nhiém vu
phan loai cuc cam xtc, ba nhan dugc st dung,
bao gom: tich cuc (positive), tiéu cuc (negative)
va trung tinh (neutral). B¢ di liéu ciing dugc
phan tidch thanh ba b riéng 1€ la train, dev va
test phuc vu cho hoat dong dao tao va danh gia
cac mo hinh hoc sau theo ty 1¢ lan lugt 70,0%,
10,0%, va 20,0%.

Xét cadc nhan cuyc cam xuc, nhan tich cuc
dugc gan cho cac phan h6i ma sinh vién thé hién
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su hailong veé cac khia canh trong qua trinh hoc
tap, vi du “giang vién tan tam, nhiét huyét trong
giang day” dugc gan nhan la tich cuc. Ngugc
lai, nhan tiéu cuc dugc gan cho cac phan hoi ma
sinh vién thé hién su khong hai long vé cac khia
canh, vi du “giang bai kém thu hat, vi tri ding
giang khong hogp ly, 6n tap cudi ky con chua
tap trung vao van d€” la mot phan hoi tiéu cuc.
Con doi véi trung tinh, nhan nay dugc gan cho
nhiing phan hoi khong hoan chinh, khong ro6
rang cam xuc hodc khong chua y kién cua sinh
vién, vi du: “Em cam on thay” 1a mot phan hoi
dugc gan nhan trung tinh do khong chta cac tu
thé hién cam xdc.

Xét cac nhan chu dé, nhan giang vién dugc
gan cho cac phan héi thé hién cam xuc vé cac
mdt lién quan dén giang vién nhu phuong phap
giang day, thai do hodc trinh d9,... Vi du “giang
vién giai thich ky va chi tiét”. Nhan chuong trinh
dugc gan cho cac phan hoéilién quan dén chuong
trinh nhu bai tap, cac bai lab, ndi dung giang day,
kién thtc,... Vi du: “mon hoc nay gitip ching em
hiéu ra nhiing vdn dé co ban”. Nhan co s& dugc
gan cho cac phan hoi lién quan dén co sg vat
chat nhu mady vi tinh, may chiéu, may lanh, h¢
thong chiéu sang,... Vi du: “may chiéu nhiéu luc
chdng mudn dé nhin, chét lugng kém, dnh sang
lam ma.”. Ngoai ra, cdc phan hoi khong thudc
cac nhan trén hoac khong ro rang sé dugc gan
nhan 1a khac, vi du: “cam on da day 16p em.”.
Mot s6 vi du cho phan hoi dugc gan ca nhan chu
dé va cuc cam xdc. Phan hoi “nhiét tinh giang
day, gin gii véi sinh vién” thé hién sy hai long
doi voi giang vién nén dugc gan nhan “gidng
vién” va nhan “tich cuc”. Phan hoi “slide gidao
trinh day du” thé hién sy hai long doi vdi tai liéu
thu¢c chuong trinh nén dugc gan nhan “chuong
trinh” va nhan “tich cuc”. Phan hoi “thoi lugng
hoc qua dai, khong dam bao tiép thu hiéu qua”
thé hién su khong hai long d6i véi thoi lugng
chuong trinh nén dugc gan nhan “chuong trinh”
va nhan “tiéu cuc”.

Phan tich chi tiét ty 1¢ cac nhan nhu hinh 2,
mot su mat can bang ton tai trong tiing nhém

dugc thé hién. Trong nhom nhan cht dé, nhan
giang vién chiém da s6 véi 71,76%, phan con
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lai thu¢c vé nhan chuong trinh 18,79%, nhan
co s va khac chiém ty 1é con lai lan lugt chi
4,4% va 5,04%. Con tai nhém nhan cuc cam
xuc, nhan tich cuc va tiéu cuc la hai nhan chiém
da s6 véi ty 1é tuong d6i dong déu la 49,69%
va 45,99%, phan con lai thudc vé nhan trung
tinh v6i chi 4,32%. Diéu nay c6 kha ning gay
nén hiéu sudt phéan loai kém & cac nhan ty 1é
thap trong nhém, lam giam do chinh xac trung
binh. Day sé la van dé can giai quyét va cai thién
trong nghién ciu nay.

3.2. Tién xir Iy

Muc dich chinh cta tién xt ly 1a chudn bi
di liéu d4u vao cho cac tac vu ndi tiép. Tién
xt ly bao gom mot chudi cac bude lam sach da
liéu nhu: Xoa ddu cdu; Chudn hoa tii ngii; Phan
doan tu (segmentation); Xoa cac ky tu khong
cin thiét. Chi tiét nhu sau:

- Xoa diu cau: Loai bo cac dau cau nhu dau
chdm, diu phdy, ddu hoi,... trong cac ciu.
Day la nhiing thanh phan khong mang lai
gid tri phan loai cho dau vao.

Chuén hoa ti ngii: Cac tui viét hoa trong cau
dugc chuyén déi thanh tu viét thudng. Sau
do, cac tu viét tat hay sai chinh ta sé dugc
thay thé bang cic tu dung chuén trong tiéng
Viét. Dong thoi, cac ky hiéu emoji cling sé
chuyén dai thanh céc ti ngii tuong ung.
Phan doan tu (segmentation): Xac dinh cac
tu ghép trong tiéng Viét va gom nhom lai
thong qua viéc chen “_” & gitia hai tu don
thudéc mot ti ghép. Thu vién VnCoreNLP
(Vu Thanh va cdng sy, 2018) sé la lya chon
dé thuc hién & budce nay.

Xoa ky tu khong cin thiét: Kiém tra va loai
bd cac ky tu khong cin thiét, khong phaila tu
ngii. Trong budc nay, cac khoang trong lién
tuc cling sé diéu chinh thanh mot khoang
trong d€ giam b6t do dai ctia cau.

Mot diém dang luu y, nghién ctiu khong
thuc hién xod cac ti diing (stop words). Nguyén
nhan do hoat dong nay sé vo tinh xoa di cac
thong tin quan trong, lam anh hudéng dén két
qua phén loai.
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Bén canh lam sach dii liéu, hoat dong chuyén
d6i di liéu thanh dinh dang d4u vao phu hop sé
tiép ndi trong giai doan tién xt ly. Cu thé, cac
cau dugc phan tach (tokenizing) theo khoang
trong thanh nhiing tt don 1é va ma hoa thanh
cac ma s6 dai dién dua trén thu vién tu vung
PhoBERT. Sau do, hoat dong chuyén d6i dinh
dang sé ap dung trén mdi cau thanh input ids,
token type ids va attention mask theo yéu cau
dau vao PhoBERT

3.3. Kién triic mé hinh dé xuat

Sau giai doan tién xt ly, hoat dong thiét ké
mod hinh dugc tién hanh vé6i kién truc hai thanh
phan chinh. Chi tié€t vé cac thanh phén theo
tuan ty xd ly di liéu nhu sau.

Thanh phén thd nhat c6 chiic nang biéu dién
ddc trung, tao cac vector biéu dién bing cach
ma hoéa thong tin cac cau dau vao. Nghién ctiu
nay sti dung PhoBERT, mot mo hinh dao tao
trugc va tinh chinh chuyén biét cho tiéng Viét.
PhoBERT duya trén mo hinh BERT phé bién va
thuong st dung d€ tao ra cac biéu dién van ban.
Dau ra cta thanh phan nay sé nhan bon trang
thai 4n (hidden states) cudi cung ctia PhoBERT
va noi lai v6i nhau, trudce khi chuyén sang thanh
phan tiép.

Thanh phan tht hai la mét kién truc da
kénh, bao gom hai kénh la CNN va GRU dat
song song, nhan dong thoi dau vao la dau ra
cua thanh phan tht nhét. Day la thanh phan c6
vai tro trich xudt thong tin dua trén dac diém
tting mang. Theo d6, CNN ¢ uu diém vé trich
xudt thong tin su phu thudc cuc bd gitia cac
dii liéu gan nhau nhung khé ndm bat dugc su
phu thudc xa. Trong khi, GRU la bién thé RNN
mang kién tric don gian hon LSTM nhung van
dam bao hiéu qua (Chung va cong su, 2014), c6
uu diém nadm bat thong tin tong thé toan chudi
hay su phu thudc xa nhung lai han ché khi trich
xudt su phu thudc gan. Bang cach st dung hai
mang cho hai kénh, nghién ctiu nay ky vong
rang uu va nhugc diém cua tiing mang sé bu
trti va ho trg lan nhau, tu d6 cai thién hiéu qua
trich xudt thong tin. Cu thé vé dic diém thiét ké
cua tiing kénh nhu sau:
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- Kénh CNN: Mang sé bao gom 3 16p tinh
chép 1 chiéu (ConvlD) song song. Mdi 16p
tinh chép c6 150 bo loc (Filter) véi kich thude
cua cac bo loc 1an lugt 1a 3, 5, 7. Sau d06, céac
ban d6 dac trung (Feature map) la dau ra ctia
cac l6p tinh chap dugc dua qua cac 16p gop
toi da 1 chiéu (MaxPoollD) nham rut trich
thong tin quan trong hay giam chiéu két qua.
Sau cung, nhiing thong tin rut trich sé két
hop lai d€ dua qua 16p lam phéng (Flatten)
tao thanh dau ra ctia kénh CNN.

- Kénh GRU: D€ nang cao hiéu qua trich xuat
thong tin da chiéu, Bi-GRU dugc lua chon
st dung. Theo do, hai GRU sé noi tiép va dat
ngugc chiéu nhau. Diéu nay giup cho viéc
nam bat thong tin t6ng thé ctia chudi theo ca
hai huéng. V& s6 lugng don vi (units) trong
moi GRU, nghién ctiu nay sé lya chon 128,
day la s6 lugng phd bién trong RNN va cac
bién thé. Cudi cling, dau ra ctia Bi-GRU sé la
dau ra ctia kénh GRU.

Két qua ctia hai kénh sé dugc két hgp tao dau
ra ctia thanh phan thi hai va dua vao mot s6 16p
ho trg phén loai cudi cung. Cu thé, cac 16p dugc
dit 14n luot nhu sau:

- Lép day déc thi nhat (Dense): Lép nay sé
nhén tryc tiép diu ra tlii thanh phan thi hai
dé€ ho trg phén tich thong tin trich xudt. Cau
tao cua 16p nay sé bao gom 32 no-ron su
dung ham ReLu.

- Lép tt bd (Dropout): Lép nay dugc st dung
dé€ tranh trudng hop qua khép (Overfitting)
khi khién triac mé hinh c6 nhiéu 16p va nhiéu
trong s6. Cau hinh danh cho 16p nay sé 0,2.

- L&p day déc thu hai (Dense): D€ nhan két
qua phan loai cu6i cung, mét 16p day dac sé
dugc dat 6 cudi kién tric mo hinh. Trong do,
s6 lugng no-ron cho 16p nay sé bang dung s6
lugng nhan can phan loai, va sti dung ham
softmax cho bai toan phéan loai da 16p.

Hinh 2 mé ta chi ti€t vé kién tric mo hinh dé
xudt ctia nghién ctu.
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Hinh 2. Kién tric mo hinh dé xuit

3.4. Dao tao mé hinh

Dé€ tién hanh dao tao mod hinh dé xuat, mot
s6 thiét lap dugc xac dinh. Dau tién, nghién ctiu
nay xac dinh dao tao hai mo hinh dua trén kién
trac mo hinh dé xudt cho hai nhiém vu riéng
biét la cht dé va cuc cam xuc. Véi s6 lugng
nhan can phan loai cia nhiém vu chu dé 1a bon
nén l6p day ddc thi hai sé cé bén no-ron. Tai
nhiém vu cyc cam xuc, ba nhan can phéan loai
nén s6 lugng no-ron trong 16p day dac thi hai
sé la ba.

Dt liéu dau vao sé chia theo batch size 1a
32 d€ dua vao dao tao mo hinh véi epoch la 10
tuong tng 10 lan ldp dao tao b di liéu. Trinh
toi uu st dung sé la Adam véi s6 budc khoi
dong (num warmup steps) la 10% s6 budc dao
tao ban dau nham t6i thiéu mat mat va tim kiém
trong s6 mo hinh. Ngoai ra, nghién ctiu nay con
bd sung mot trinh gidm sat dao tao, theo doi
chi s6 mat mat xac thuc (val loss), néu khong
co su cai thién sau 2 epoch thi mo6 hinh sé diling
dao tao d€ tranh qua khép. Déi véi ty 1€ hoc
(learning rate), siéu tham s6 nay sé xac dinh gia
tri toi uu & giai doan so sanh danh gia.

3.5. So sanh danh gid

Véi muc dich so sanh va danh gia mo hinh
dé xudt, co s& so sanh sé dua trén cac chi so
danh gia bai toan phan loai. Cu thé, 3 chi s6
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gom F1-Score (Macro), F1-Score (Weighted)
va Accuracy dugc dung dé€ do luong hiéu suat
mo hinh, diy ciing chinh céc co sd dé lya chon
mo hinh phtu hgp. Theo d6, F1-Score la mot
thudc do quan trong d€ danh gia hiéu suit cua
mo hinh phan loai & tling nhan, phan anh sy
can bdng gilia Precision xdc dinh chat lugng
cac du doan ctia moé hinh va Recall do luong
kha ndng phat hién chinh xac hay bo sot cua
mo hinh. Tai mdi nhan, F1-Score cao biéu thi
su can bang tot, th€ hién moé hinh dat dugc
Precision va Recall déu cao, ngugc lai véi F1-
Score thdp thuong biéu thi su thiéu can bang
hay c6 su danh ddi gitia Precision va Recall
trong mo hinh. D€ danh gia téng thé mé hinh,
F1-Score cuia cac nhan sé dugc tong hop dé xac
dinh F1-Score (Macro) bang trung binh cdng
va F1-Score (Weighted) bang trung binh c¢6
trong s6 véi trong s6 theo s6 lugng xuét hién
moi nhan. Trong khi v6i Accuracy, diy cing
la mot thudc do phd bién trong bai toan phéan
loai, do luong ty 1é du doan dung so véi tong s6
du doan dugc thuc hién.

Dbaiu tién, viéc xac dinh ty 1¢ hoc (learning
rate) toi uu sé la cong viéc ma nghién ctiu nay
uu tién thuc hién. Ty ¢ hoc 1a mot trong nhiing
siéu tham s6 quan trong, c6 anh hudng 16n dén
hiéu sudt mo hinh. Do vay, mot loat thti nghiém
dao tao va danh gia mé hinh sé trién khai trén 5
muc ty 1é hoc khac nhau & tling nhiém vu. Hoat
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dong phan tich sé trién khai trén cac két qua,
nham xac dinh ty 1é hoc t6i uu thong qua cac
chi s6 danh gia.

Duia trén cac ty 1¢ hoc t6i uu da xac dinh, cac
hoat dong thuc nghiém danh gia lién quan dén
kién tric & giai doan sau dugc thuc hién. Trong
do, nghién ctiu sé danh gia hiéu qua trong viéc
ung dung kién tric da kénh da mang so sanh
v6i kién tric don kénh don mang. Dé€ thuc
hién, kién triuc mo6 hinh dé xuit sé diéu chinh
cat giam kénh, tao thanh hai mo6 hinh don kénh
sti dung CNN va GRU riéng 1¢. Ngoai ra, kién
truc da kénh da mang ciing sé so sanh véi kién
truc tuan tu da mang thudng dugc st dung
trong cac nghién ctu trén thé giéi va tai Viét
Nam. Theo d6, méi kién truc so sanh sé st dung
cung luc CNN va GRU nhung c6 sy ddo vj tri
1an lugt d€ tao ra cac bién thé 1a CNN-GRU va
GRU-CNN.

Cuoi cung, nghién ctu nay sé xem xét két

qua dat dugc cta mo hinh dé xuat so v6i mo
hinh ViCGCN trén bo di liéu UIT-VSFEC, da
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dé cap trong cac nghién ctiu lién quan. Pay la
mo hinh c¢6 cung y tudng nghién ctu, vé viéc
giai quyét van dé mat can bang di liéu & ca hai
nhiém vu. Hai chi s6 F1-Score (Macro) va F1-
Score (Weighted) sé 1a co s d€ xem xét. Diéu
nay mang lai mot géc nhin khach quan gitia
mo hinh dé xudt so v6i nghién ctiu trudce day,
gitp xdc dinh uvu va nhugc diém thuc su cua
mo hinh.

4. Két qua va thao ludn

Vé xac dinh ty 1¢ hoc t6i uu, két qua tu thuc
nghiém tai bang 1 cho thdy & tling nhiém vu sé
nhan mot ty 1é hoc c6 hau hét chi s6 vuot troi
so v6i phan con lai. Chi s6 F1-Score (Weighted)
va Accuracy khong c6 su chénh léch qua 16n
khi ty 1é hoc thay d6i & tiing nhiém vy, lan lugt
khong qua 0,015 va 0,012. Trai ngugc, F1-Score
(Macro) lai c6 su chénh léch dang ké khi thay
doi ty 1€ hoc, gin 0,037 tai nhiém vu chu dé va
gan 0,024 tai nhiém vu cyc cam xuc.

Bang 1. Hiéu sudt mo hinh dé xuét theo ty 1¢ hoc

Nhiém Vu Ty 1é hoc F1-Score (Macro)  F1-Score (Weighted)  Accuracy
0,00005 0,8008 0,8889 0,8913
0,00004 0,8111 0,8961 0,8952

Chu dé 0,00003 0,7744 0,8819 0,8838
0,00002 0,7924 0,8895 0,8907
0,00001 0,8011 0,8913 0,8929
0,00005 0,8273 0,9309 0,9327
0,00004 0,8421 0,9361 0,9368

Cuc cam xuc 0,00003 0,8189 0,9337 0,9378
0,00002 0,8418 0,9384 0,9413
0,00001 0,8333 0,9374 0,9406

Xét cu thé tai nhiém vu chua dé, ty 1é hoc
0,00004 cho thdy su vugt troi & cac chi so so voi
cac ty 1¢ hoc khac, véi F1-Score (Macro) 0,8111,
F1-Score (Weighted) 0,8961 va Accuracy 0,8952.
Thé hién nay gitp dé dang xac dinh ty 1¢ hoc t6i
uu tai nhiém vu chu dé 1a 0,00004. Trong khi tai
nhiém vu cuc cam xuc, 0,00004 va 0,00002 14 hai

ty hoc ¢ su vugt trdi so véi phan con & mot vai
chi s0 riéng 1é. F1-Score (Macro) dat cao nhét la
0,8421 tai ty 1¢ hoc 0,00004. F1-Score (Weighted)
cung v6i Accuracy dat cao nhét tai ty 1&€ hoc
0,00002 véi gia tri lan lugt 1a 0,9384 va 0,9413.
Xét chi tiét vé su chénh léch, ty 1é€ hoc 0,00004
tuy dat F1-Score (Macro) cao nhéit nhung khong
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dang ké so vdi ty 1é hoc 0,00002, cao hon chi
0,0003 nhung F1-Score (Weighted) va Accuracy
lai suy gidm lan lugt 0,0023 va 0,0045. Do do,
nghién ctiu nay chon 0,00002 1a ty 1¢ hoc t6i uu
tai nhiém vu cuc cam xuc.

Vi hai ty 1¢ hoc t6i uu cho hai nhiém vy,
cac két qua xac thuc tai mdi epoch trong quy
trinh dao tao dugc xem xét nhu trong hinh 3.
Theo do, ca hai quy trinh dao tao déu c6 su suy
gidm mat mat xac thuc (validation loss) va mat
mat dao tao (train loss) dang ké tai epoch thu
hai. Sau epoch nay, mo hinh tai nhiém vu cuc

M6 Hinh Nhiém Vu Cyc Cam Xiic

Model loss.
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cam xuc c6 sy suy giam nhe mat mat xac thuc
tai epoch thii ba nhung tang dan & hai epoch
con lai. Trong khi, mé hinh tai nhiém vu chu
dé lai co su tang dan mat mat xac thuc tai epoch
tht ba va thu tu. T4t ca cho thdy caic mo hinh
da s6m t6i uu ngay trong khoang ntia lich trinh
dao tao 10 epoch. Cu thé, m6 hinh nhiém vu
cuc cam xdc t6i thiéu tai epoch thi ba va nhiém
vu chti dé t6i thiéu tai epoch thi hai. Day 1a két
qua cua cac thiét lap dao tao, gop phan cat giam
thoi gian dao tao mo hinh va tiét kiém chi phi
dang ké so véi ké hoach.

M6 Hinh Nhiém Vu Chii Dé

Model loss

Hinh 3. Quy trinh dao tao ctia cdc mo6 hinh

Vé danh gia hiéu qua ung dung kién trac
da kénh da mang, viéc sti dung dong thoi hai
kénh két hgp la CNN va GRU da cho thay su cai
thién hiéu suit cia mé hinh dé xuit khi so sanh
v6i cac mo hinh don kénh don mang. Bang 2
trinh bay hiéu sudt cic mo hinh nay. Cu thé,
cac chi s6 danh gia cia mo6 hinh mo hinh dé
xuat PhoBERT-Multi(CNN-GRU) déu dat su
vugt trdi ¢ cac nhiém vu so vGi cac md hinh
khac. Theo d6, md hinh dé xuat tai nhiém vu
chu dé cao hon cac mé hinh khac véi F1-Score

(Macro) it nhat 0,0180, F1-Score (Weighted)
it nhat 0,0075 va Accuracy it nhat 0,0042. Con
tai nhiém vu cuc cdm xdc, mo6 hinh dé xuat cao
hon cdc moé hinh khac vé6i F1-Score (Macro) it
nhat0,0134, F1-Score (Weighted) it nhat 0,0072
va Accuracy it nhat 0,0019. Diéu nay cho thay
viéc ting cuong thém mang, tang khoi lugng
tinh toan d€ trich xudt thong tin da cai thién
hiéu suat. Dac biét, F1-Score (Macro) 1a chi s6
c6 muc cai thién dang ké nhét khi kién truc da
kénh da mang dugc ting dung.

Bang 2. So sanh hiéu suét gitia kién tric da kénh da mang va don kénh don mang

Nhiém Vu Models F1-Score (Macro) F1-Score (Weighted) Accuracy
PhoBERT-GRU 0,7855 0,8849 0,8907

Chu d@é PhoBERT-CNN 0,7931 0,8886 0,8910
PhoBERT-Multi(CNN-GRU) 0,8111 0,8961 0,8952
PhoBERT-GRU 0,8181 0,9312 0,9337

Cuc cdm xic  PhoBERT-CNN 0,8284 0,8886 0,9394
PhoBERT-Multi(CNN-GRU) 0,8418 0,9384 0,9413
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Vé danh gia hiéu qua kién truc da kénh thudc
mod hinh dé xuit so véi kién tric tudn tu, hiéu
sudt thé hién trong Bang 3 da chiing minh tinh
vugt troi cia mo hinh dé xuit so véi phan con
lai. Xét tai nhiém vu chu dé, kién truc da kénh
vugt kién truc tuan tu tai F1-Score (Macro) it
nhat 0,0215, F1-Score (Weighted) it nhat 0,0101
va Accuracy it nhat 0,0089. Con & nhiém vu cuc
cam xuc, kién truc da kénh vugt kién tric tuin
tu tai F1-Score (Macro) it nhat 0,0191, F1-Score
(Weighted) it nhat 0,0032 va Accuracy it nhat
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0,0016. Nhin chung, kién truc tuan ty dugc st
dung phd bién trong nhiing nghién ctu trudc
day nhung chua phu hgp cho muc tiéu chong
mat can bang di liéu. Cac mé hinh theo kién
tric nay co su thua kém dang ké tai F1-Score
(Macro) so véi kién truc da kénh, su chénh 1éch
cO thé 1én dén 0,4077 tai nhiém vu chu dé va
0,2110 tai nhiém vu cyc cam xdc. Diéu nay tiép
tuc ciing c6 su hiéu qua cta kién tric da kénh
da mang vé kha ndng ch6ng mait can bang.

Bang 3. So sanh hiéu suat gitia kién truc da kénh da mang va tuan ty da mang

Nhiém Vu Models F1-Score (Macro) F1-Score (Weighted) Accuracy

Chu d@é PhoBERT-CNN-GRU 0,7896 0,8860 0,8863
PhoBERT-GRU-CNN 0,4034 0,8027 0,8339
PhoBERT-Multi(CNN-GRU) 0,8111 0,8961 0,8952

Cuc cdm xic  PhoBERT-CNN-GRU 0,8227 0,9352 0,9397
PhoBERT-GRU-CNN 0,6308 0,8956 0,9204
PhoBERT-Multi(CNN-GRU) 0,8418 0,9384 0,9413

So sanh v6i mé hinh ViCGCN, m6 hinh dé
xudt PhoBERT-Multi(CNN-GRU) da thé hién
su cai thién trong gidi quyét van dé mat can bang
trén bo di liéu UIT-VSEC. Theo bang 4, F1-
Score (Macro) cia mo hinh dé xuét da co su gia
tang dang ké khi ¢ nhiém vu cht d€ ting 0,01 va
nhiém vu cuc cam xuc tdng 0,0051. Tuy nhién,
F1-Score (Weighted) cia mo6 hinh dé xuat lai bi

sut gidam nhe khi nhiém vu chu dé giam 0,0051
va nhiém vu cuc cam xuc giam 0,0028. Nhung
nhin chung, su sut gidam F1-Score (Weighted)
la khéong qua dang ké khi so véi sy gia tang F1-
Score (Macro) da dat dugc. Day la mot sy danh
doi dé€ dat duge mot két qua dang ghi nhén va
dat dugc muc tiéu nghién ctiu nay.

Bang 4. So sanh hiéu suat gitta moé hinh dé xuat va ViCGCN

Nhiém Vu Models F1-Score (Macro) F1-Score (Weighted)
. ViCGCN 0,8011 0,9012
Chu d@é .
PhoBERT-Multi(CNN-GRU) 0,8111 0,8961
Bién dong +0,0100 -0,0051
S ViCGCN 0,8367 0,9412
Cuc cam xuc
PhoBERT-Multi(CNN-GRU) 0,8418 0,9384
Bién dong +0,0051 -0,0028

Xem xét hiéu sudt phan loai clia cac nhan
trong bang 5. Su chénh léch hiéu sudt do luong
bang F1-Score gitia cac nhan trong nhém van
thé€ hién. Cu thé, nhan Khac trong nhom chu dé
dat F1-Score thiap nhat chi 0,5773, chénh léch

nhan dat hiéu sudt cao hon lién ké la Chuong
trinh 0,2107. Con tai nhém cuc cadm xuc, Trung
tinh 1a nhan dat F1-Score thip nhét chi 0,6121,
chénh léch nhan Tich cuc dat hiéu suit cao
hon lién ké 1én dén 0,3428. Diéu nay cho thay,
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mo hinh dé xuat médc du da cai thién kha ning
chéng mit can bang so v6i nghién ctiu trude
dayla mo hinh ViCGCN ctia Phan Chau Thang
va cong su (2023), tac ddng cua mat cin bing
di liéu dugc giam di dang k€ nhung van con
ton tai.

banh gia cu thé tai nhan Khac va Trung
tinh, Precision va Recall ctia cac nhan nay déu
dat muc thdp nhat trong nhém véi chi s6 lan
lugt ctia Khac la 0,6364 va 0,5283, Trung tinh
la 0,7544 va 0,5150. Déy ciing chinh la nguyén
nhan dan dén F1-Score thdp. Theo do, Precision
thap cho thay, mo6 hinh han ché kha nang tim
ding tai cac nhan nay, ddc biét la nhan Khac
chi 0,6364. Con d6i véi Recall thdp gan bang
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0,5000, van dé nay ciing sé dan dén viéc thuong
xuyén phan loai bo sot tai hai nhan. Day sé la
mot diéu can luu y doi véi cac nha quan ly co sé
gido duc tai hai nhan nay khi st dung mo hinh
trong thuc té. Tuy nhién, nhan Khac va Trung
tinh 1a nhiing nhan dugc xay dung nham muc
dich danh cho céc truong hgp phan hoi ngoai
1é hay khong thudc cac nhan con lai trong moi
nhom. Nhiing trudng hop nay thuong khong
pho bién nén chiém ty 1é thap trong bo dii liéu
va cling khong mang lai qua nhiéu y nghia khi
phan loai. Do vay, hiéu sudt phan loai tai cac
nhan nay chua cao sé khong anh hudéng dang
ké dén tinh tng dung ctia m6 hinh so véi cac
cac nhan con lai.

Bang 5. Hiéu sudt phan loai cia mé hinh dé xuit theo cic nhoém nhan

Nhiém Vu Nhian Precision Recall F1-Score Support

Giang vién 0,9411 0,9415 0,9413 2290
. Chuong trinh ~ 0,7709 0,8059 0,7880 572

Chu de
Co s6 0,9379 0,9379 0,9379 145
Khac 0,6364 0,5283 0,5773 159
Tich cuc 0,9502 0,9597 0,9549 1590

Cuccamxuc  Tiéu cuc 0,9461 0,9709 0,9583 1409
Trung tinh 0,7544 0,5150 0,6121 167

Dua vao nhiing chi s6 trén, nghién ctiu cho
thdy, mo hinh dé xudt c6 sy hiéu qua trong
viéc st dung dong thoi 3 mang gom PhoBERT,
GRU, CNN va cach sip xép da kénh cho GRU
va CNN, so véi cac nghién ctu lién quan. Tat
ca da dugc chling minh théng qua danh gia
hiéu suit, so sanh véi cac lya chon don kénh
don mang, tuan ty véi da mang ma cac nghién
ctu trudc day st dung, cung véi do la so sanh
hiéu sudt v6i mo6 hinh ViCGCN c¢6 lién quan
chit ché va gan nhat. Sy hiéu qua nay dén tu
viéc ké thtia cac nghién ctiu lién quan trong viéc
st dung BERT lam 16p nhung, st dung CNN
va cac mang bién thé cia RNN (LSTM, GRU).
Trong dé, GRU la sy ké thiia tii cac nghién ctiu
ngoai nudc d€ ap dung vao moé hinh dé xuit.
Vé6i nhiing két qua trén, mo hinh dé xudt cé
kha nang phan loai cuc va cht dé cua cam xuc,

dugc xay dung dya trén UIT-VSEC c6 hiéu suat
cai thién so v6i nghién ctiu gan nhat & F1-Score
(Macro) da dap ting cac muc tiéu dat ra cta
nghién ctu nay.

Tt muc tiéu xay dung mo hinh, nghién ctiu
nay chi tap trung vao viéc thiét ké, thuc nghiém,
so sanh va danh gia hiéu sudt cia mo hinh dé
xudt. V€& nghién ctiu khoa hoc, két qua nghién
ctiu nay da dong gop mot kién triac mo hinh
m&i trong linh vic nghién ctiu SA trén phan
hoéi hoc vién tiéng Viét, thuc ddy nghién ctu
thong qua viéc sti dung cac b di liéu gido duc
san c6 khac va tao co s& d€ ting dung vao cac
nghién ctiu mé rong. Ngoai ra, nghién ctiu nay
con dong goép mot y tudng mdi trong viéc giai
quyét bai toan mat can bang di liéu thudng gip
trong linh vuc nghién ctiu vé may hoc cé giam
sat, ho trg cho cac hoat dong x4y dung mo hinh
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thudc cdc mién khac dugc dién ra hiéu qua. Vé
tng dung thuc tién, md hinh thudc linh vuc
nghién ctiu la gido duc va dugc x4y dung trén
bo di liéu la phan hoi hoc vién, do vdy ma két
qua ctia nghién ctiu c6 thé dugc ting dung trong
cac co sd gido duc d€ giai quyét cac bai toan lién
quan dén quan ly gido duc, danh cho cac nha
quan ly. Mot s6 bai todn c6 thé ké dén nhu:

- Cdi tién chdt lugng gidng day: Bang kha
ndng phéan loai cia moé hinh nghién ctiu, nha
quan ly co s& gido duc c6 thé hiéu ro6 quan diém
trong phan hoi hoc vién. Cac quan diém sé dugc
tu dong xdc dinh cht dé véi cuc cam xuc thé
hién mot cach nhanh chdng, chinh xac, va dugc
tong hop, phén chia theo cac chu dé cu thé, nhu
giang vién, chuong trinh, co s6,... d€ mang lai
cho nha quan ly mét danh gid tdng quan & tiing
khia canh cta co s6 gido duc dugc hoc vién dé
cap véi cam xuc di kem. Diéu nay tao diéu kién
cho viéc danh gia cac khia canh ctia co s6 mot
cach toan dién. Tu d9, cic van dé la cac khia
canh véi ty 1é tiéu cuc cao sé xudt hién, nha
quan ly c6 thé dé dang nhén ra nhiing vin dé cu
thé dang ton tai va giai quyét bang nhiing hanh
dong phu hop, kip thoi, dua trén di liéu cu thé
thay vi chi dua trén cdm nhén hodc phdng doan
chti quan. Véi viéc mé hinh xu ly tot van dé
mat cin bang di liéu, d@ ddm bao nhiing vin
dé it xuat hién cting dugc xt ly chinh xac hon,
tranh tinh trang bo s6t. Diéu nay mang lai su
toan dién trong viéc cai tién chat lugng.

- Diém chudn (Benchmarking) cdc co sé gido
duc: Nhiing binh ludn céng khai lién quan dén
trai nghiém hoc tap ctia hoc vién nham dén cac
0 s6 gido duc trén cac nén tang truc tuyén ciing
la mot dang phan hoi. Viéc ting dung mo hinh
két qua nghién ctiu c6 thé giup dé dang danh
gia va so sanh chét lugng ctia cac co sé gido duc
khac, dua trén di liéu phan hoi thuc té tu nguoi
hoc. Két hgp dong thdi phuong phap Nhéan
dién thuc thé dat tén, cac danh gid sé dugc xac
dinh tu ddng cu thé tén clia co s& dé cap trong
binh luan. Céc thong tin lién quan veé chu dé va
cuc cam xuc sé dugc gan truc tiép voi tiing co
s6, cho phép qua trinh danh gia trd nén ro rang
va chinh xac hon. Nhé vay, cac co s6 gido duc
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sé dugc so sanh véi nhau theo ciing cac cac khia
canh cu thé dé€ rat ra thé manh va han ché cta
tiing bén. Két qua phan tich sé la nén tang cho
cac ké hoach cai tién, hoc héi tli cac co s& khac,
tti d6 thuc ddy su canh tranh lanh manh trong
viéc néng cao chat lugng gido duc va tao dong
luc nang cao hinh anh trén thi trudng giao duc.

- Qudn ly danh tiéng co sé gido duc: Nhiing
binh luén tryc tuyén c6 tac dong dang ké doi véi
danh tiéng ctia mot co s6 gido duc. Thong qua
viéc tu dong phan loai cia mo hinh, nha quan ly
c6 thé nhanh chéng danh gia tinh hinh du luan
V€ co 86 gido duc trén cac nén tang truc tuyén,
biét dugc khia canh nao dang dugc cong dong
danh gia cao va khia canh nao dang la nguyén
nhan giy bat man. Tu d6, cac hanh dong phu
hgp dugc dua ra nham duy tri va nang cao hinh
anh cta co sd. Khi xu hudéng tiéu cuc tang cao,
cac bién phap xt 1y c6 thé kip thoi dua ra, tranh
su lan rong va gy ton hai dén danh tiéng cta
co s6. Nguogc lai, hoat dong quang ba nhiing
diém manh sé dugc thuc ddy khi phat hién xu
huéng tich cuc tu hoc vién nham thu hut thém
su quan tam ti cong dong cling nhu cac hoc
vién tiém nang. Bang cach lién tuc phéan tich
cac binh ludn mdi, mo hinh sé ho trg x4ac dinh
nhiing xu huéng dai han, gitip nha quan ly diéu
chinh chién lugc quan ly danh tiéng cua co sé
mot cach linh hoat va hiéu qua hon.

- Ho trg ngudi hoc hiéu qud: Cac phan hoéi
dugc phén loai béi mo6 hinh sé giup hé thong
hiéu r6 s¢ thich tiing hoc vién, cung cép thong
tin chi tiét vé nhiing diém manh va diém yéu
ma moi hoc vién da trai qua trong qua trinh hoc
tap. Day sé 1a co s¢ dé€ hé thong ca nhan hoa noi
dung dén tling nguoi hoc mot cach hiéu qua.
Theo do, phan tich cac danh gia khoa hoc cta
moi hoc vién sé gitip do luong muc do hai long
nguoi hoc theo chi tiét tiing khia canh. Nho
vay, cac khoa hoc tuong tu hodc dugc danh gia
tot hon boi ngudi hoc khac ¢ thé sé duge dé
xudt. Tt d6, hoc vién c6 thé tiép cin véi nhiing
ndi dung hoc tdp phu hgp hon va ddm bao rang
hoc vién c6 trai nghiém tich cyc va hai long
hon trong qua trinh hoc. Ngoai ra, cac bai viét
hodc giai dap phu hgp véi pham vi ma hoc vién
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dang quan tam cling la mot phan dé xuat ma hé
théng c6 thé gui d€ ho trg ngusi hoc. Diéu nay
khong chi gitp hoc vién vugt qua nhiing khé
khan trong hoc tdp ma con nang cao kha ning
tu hoc va tu nghién cuu.

5. Kétluan

Nghién ctiu nay da trinh bay mot kién truac
moé hinh méi vé SA phan hoi tiéng Viét cta
hoc vién. Két qua thuc nghiém trén bo di liéu
UIT-VSEC cho thay, sy hiéu qua cta kién trac
da kénh da mang so v6i don kénh don mang
va tudn ty da mang phd bién. Ngoai ra, két
qua thuc nghiém con dugc so sanh v6i nghién
ctu gan nhat, ching minh sy cai thién dang ké
trong viéc gidi quyét vin dé mit cin bang. Hai
mo hinh phan loai tai hai nhiém vy da dugc xay
dung, cd y nghia ting dung to 16n d6i véi cac co
s& gido duc trong viéc cai tién chat lugng, quan
ly danh tiéng, diém chuén, ho trg ngudi hoc,...
Co thé thdy, SA dugc ting dung vao nhiing phan
hoéi hoc vién theo hudng tiép can hoc sau la giai
phap cén thiét nham hé trg nang cao mtc do
hai long ngudi hoc. Pong thai, viéc tan dung
cac bo di liéu sidn c6 d€ dao tao md hinh cing
gitip cac co s6 cat giam chi phi thu thap va gan
nhan bo dii liéu méi, mang lai hiéu qua nguon
luc. Nhin chung, nghién ctiu nay da giai quyét
cac han ché duogc dat ra.

Tuy nhién, nghién ctu van con mot s6 han
ché ton tai, tao ra nhiing khoang tréng trong
hoat dong nghién ctiu. V€ hiéu suit, chi s6 F1-
Score (Macro) mdc du dugc nang cao dang ké
nhung chi s6 F1-Score (Weighted) lai bi suy
giam nhe. Day c6 thé dugc xem la mot danh doi
chép nhan nhung cing cé thé xem la mdt diém
han ché cia mo6 hinh nghién ctiu. Vé nhiém vy,
mo hinh hién tai chi c6 kha nang phan loai mot
nhan cho mot binh luin tai méi nhiém vu. Vin
dé nay khién cho mé hinh nghién ctiu chua t6i
uu doi véi cac phan hoi dé cap nhiéu chu dé
cung luc. Mo hinh sé doi hoi cac phan hoi can
dugc phan tach thanh tling ciu riéng 1é trudc
khi phan tich nhung diéu nay van chua thé giai
quyét hoan toan cac truong hgp mot cau dé cap
nhiéu chu dé. V€ kién tric mo hinh, nghién ctiu
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xay dung hai mo hinh riéng 1é cho méi nhiém
vu khdc nhau, yéu cau hai qua trinh dao tao
riéng biét. Hudéng tiép cdn da mo6 hinh mac du
giup dat dugc cac tham s6 phu hgp nhat & tling
nhiém vu nhung lam gia ting dang ké nd luc
tinh todn trong qua trinh dao tao, day ciing la
mot han ché. Vé tng dung, két qua nghién ctiu
chi diing lai & m6 hinh va cac huéng ung dung
chi & dé xuét. Do dd, nghién ctiu van chua trién
khai sau vao trong cac co s& giao duc, thiéu gia
tri thuc t€ cho co s& gido duc.

Trong tuong lai, cac nghién ctiu sé tap trung
giai quyét cac han ché con ton tai. Hiéu sudt ctia
mo hinh khoéng chi tai F1-Score (Macro) ma ca
F1-Score (Weighted) sé dugc chu trong dong
thoi, cac kién triac mo6 hinh méi sé dugc nghién
cutiu dé€ cai thién hiéu suat. Dac biét 1a F1-Score
(Macro) van con nhiéu tiém nédng cai thién khi
s0 lugng nghién ctiu lién quan con rat han ché.
Ngoai ra, mo hinh SA dua trén khia canh sé la
mot chu dé dang quan tam cho cac nghién ctiu
tuong lai khi c6 kha nidng phén tich hiéu qua
mot cau dé cdp nhiéu chu dé hay khia canh. Két
hgp véi hudng tiép can da nhiém (multi-task),
hai nhiém vu riéng sé c6 thé dé dang két hgp
trong mdt mo6 hinh duy nhat, giup giam tham
s0, giam dao tao va giam tai ngudn luc. Dong
thai, cac nghién ctiu trién khai ting dung mo
hinh cling sé dugc thuc hién d€ tiép budc cac
mo hinh két qua dat dugc. Cac tng dung sé
huéng dén cac dé xuat da néu véi kha nang xu
ly di liéu 16n va xu ly thoi gian thuc, pht hgp
voi didc diém va su phat trién clia cong nghé
hién nay. Ngoai viéc giai quyét cac han ché, cac
nghién ctiu tuong lai sé chu trong thuc nghiém
trén nhiéu bo dii liéu khac nhau, nham gia tang
gia tri cho nghién ctiu khoa hoc. Bén canh do,
cac dii liéu phan hoi méi tii 2018 trd vé sau sé
dugc bd sung vao bd dit liéu UIT-VSEC, gitp
cap nhat nhiing ddc diém va xu hudéng mdi,
tang tinh tGing dung cua bd di liéu nay. Pong
thoi, linh vic nghién ctu sé chuyén sau hon,
v6i cac mo hinh va dii liéu danh riéng cho trung
tam gido duc, trudng trung hoc, dai hoc/cao
dang, nén tang gido duc tryc tuyén,... ting tinh
phu hop véi tiing nhom.
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